
                    

JOURNAL OF COMPUTATIONAL PHYSICS147,318–336 (1998)
ARTICLE NO. CP986091

An Adaptive Finite Element Method
for Magnetohydrodynamics

H. R. Strauss∗ and D. W. Longcope†
∗Courant Institute of Mathematical Sciences, New York University, 251 Mercer Street, New York, New York

10012;†Physics Department, Montana State University, Bozeman, Montana 59717–3840
E-mail: strauss@cims.nyu.edu, longcope@physics.montana.edu

Received March 4, 1998; revised August 18, 1998

A finite element discretization for two-dimensional MHD is described. The ele-
ments are triangles with piecewise linear basis functions. The main computational
difficulty is the accurate calculation of the current. The most effective solution is to
employ a current–vorticity advection formulation of the equations. Acceptable results
can also be obtained with a two-step calculation of the current from the vector poten-
tial. Mesh operations are described to reconnect and refine the mesh adaptively in the
vicinity of nearly singular currents to improve magnetic flux conservation. Example
computations of the coalescence instability, tilt mode, and divertor tokamak equilib-
rium, validating and illustrating the method, are presented. The simulations show the
formation of current sheets, with the current density increasing exponentially in time.
During this increase, the grid of initially∼104 points adapts to provide resolution
comparable to a uniform grid of up to 1.6× 108 grid points. c© 1998 Academic Press

1. INTRODUCTION

Finite element, unstructured mesh methods are now just beginning to be used in magneto-
hydrodynamics (MHD) computations. Unstructured mesh methods have become a leading
approach in computational fluid dynamics for two main reasons.

First, they allow adaptive local mesh refinement. MHD motion tends to develop sharp
structures: nearly discontinuous magnetic field and sharply localized, intense current sheets.
We present simulations showing the formation of current sheets, with the current density
increasing exponentially in time. If the resolution is inadequate, truncation error can cause
artificial numerical dissipation and magnetic reconnection. Therefore it is important to refine
the grid as much as possible where current sheets form. This should be done adaptively,
because the location of the sheets can change, as in the case of the tilt mode.

A second feature of unstructured mesh methods is their ability to fit irregular boundaries.
Applications to modelling laboratory plasmas may require the use of irregularly shaped
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boundaries. Although this is an important feature, in this paper we emphasize adaptive
mesh refinement to resolve current sheets.

In the following, we first list the incompressible, two-dimensional MHD equations. We
then give the standard stream function–vorticity advection form of the equations, as well as
the symmetrized current–vorticity advection formulation. The equations can be discretized
using piecewise linear, triangular finite elements. Three sparse matrices, the mass matrix,
stiffness matrix, and bracket tensor, arise in the discretization. Their construction and as-
sembly is discussed. The stiffness matrix can cause a convergence problem in computing
the current for which we give two possible cures.

The most effective cure is to use symmetrized MHD equations, in which vorticity and
current are time-advanced, and the potentials are found by solving Poisson equations. The
other approach is to use a modified stiffness matrix with a wider stencil, having acceptable
convergence properties.

Adaptive gridding is done with two mesh operations: splitting pairs of triangles into four
triangles; and the inverse operation of combining four triangles into two.

After describing a new finite element code, FEMHD, based on these algorithms, we give
examples of its use. We verify that the code reproduces previously known solutions for
the coalescence and tilt instability. We carry out simulations of current sheet formation
caused by these instabilities. We note that similar results on current sheet formation have
recently been obtained using adaptive structured mesh methods. This approach also used
symmetrized MHD equations in the Els¨asser form, to be given below.

2. MHD

Magnetohydrodynamics (MHD) is the fluid dynamics of conducting fluid or plasma, cou-
pled with Maxwell’s equations. The fluid motion induces currents, which produce Lorentz
body forces on the fluid. Ampere’s law relates the currents to the magnetic field. The MHD
approximation is that the electric field vanishes in the moving fluid frame, except for possible
resistive effects.

MHD is described by a higher order system of partial differential equations than fluid
dynamics. It admits additional waves, the Alfv´en waves, and their instabilities. A typical
feature of MHD is the tendency to form a singular current density. Current sheets, in
the presence of resistive dissipation, are associated with the breaking and reconnecting of
magnetic field lines [1, 2].

Various approaches have been used in computational MHD to reduce numerical mag-
netic dissipation. Lagrangian and partially Lagrangian methods [3] are less diffusive than
Eulerian methods, but require substantial rezoning for sheared or straining flow. Mixed finite
difference and spectral discretizations have been very effective in dealing with reconnection
in periodic geometry [4]. Finite difference codes with nonuniform, Cartesian product grids
have also been successful in reconnection simulations in which intense current sheets are
aligned with the grid [1]. These approaches, while effective in specialized geometric config-
urations, are not able to adaptively add grid refinement when current sheets form at arbitrary
locations on the mesh. Recently, adaptive structured mesh methods have been successfully
applied to these problems [5]. However, these methods are not particularly effective with
arbitrarily shaped boundaries. For these reasons we are led to try adaptive unstructured
mesh methods. Unstructured meshes have also been used in other computational MHD
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approaches [6]. We have chosen to apply these methods to two-dimensional, incompress-
ible MHD, using a stream function approach to enforce the divergence-free conditions on
the magnetic and velocity fields. Our approach differs in the use of a symmetrized form of
the equations to eliminate difficulties with the calculation of the current density.

The incompressible MHD equations are

∂

∂t
B = ∇ × (v× B), (1)

ρ
∂

∂t
v = −ρv · ∇v+ (∇ × B)× B+ ρµ∇2v, (2)

∇ · v = 0, (3)

∇ · B = 0, (4)

whereB is the magnetic field,v is the velocity,ρ= ρ0 is the density, assumed constant,
andµ is the viscosity. The equations can be made dimensionless, by normalizingB to a
reference magnetic field strengthB0, ρ toρ0, v to the Alfvén velocityvA = B0/

√
ρ0, length

to L, and time to the Alfv´en time,L/vA. To enforce incompressibility, it is common to
introduce stream functions,

v =
(
∂φ

∂y
,−∂φ

∂x

)
(5)

B =
(
∂ψ

∂y
,−∂ψ

∂x

)
· (6)

In two dimensions, with incompressible flow, the MHD equations can be written

∂

∂t
Ä+ [Ä,φ] = [C, ψ ]+µ∇2Ä, (7)

∂

∂t
ψ + [ψ, φ] = 0, (8)

∇2φ = Ä, (9)

C = ∇2ψ, (10)

where the two-dimensional Laplacian is

∇2 = ∂2

∂x2
+ ∂2

∂y2

and

[a, b] = ∂a

∂x

∂b

∂y
− ∂a

∂y

∂b

∂x
·

The left-hand side of (7), along with (9), is the familiar vorticity–stream function formulation
of two-dimensional incompressible hydrodynamics. The right-hand side of (7) comes from
the Lorentz force with current densityC, and the viscosity with coefficientµ. Equation (8) is
from Ohm’s law and Faraday’s law and represents the conservation of magnetic fluxψ . The
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z component of the magnetic field does not enter (7)–(10), so its evolution is not followed.
A large, nearly constantBz is often invoked to justify the incompressible approximation.

The MHD equations conserve energy and magnetic flux. Since the magnetic flux function
is advected with the flow, any function ofψ is a constant of the motion. The energy,E ,
can be shown to be conserved by premultiplying theÄ evolution equation byφ, and theψ
evolution equation byC, and integrating by parts, or working directly from the primitive
form of the equations. One obtains

∂

∂t
E = −µ

∫
d2xÄ2,

where

E = 1

2

∫
d2x(v2+B2), (11)

assuming either Dirichlet boundary conditions, withφ,ψ constant on the boundary,
Neumann conditions with the normal derivatives ofφ,ψ equal to zero, or periodic boundary
conditions.

3. SYMMETRIZATION OF EQUATIONS

The evolution of the magnetic and velocity fields are treated in a nonsymmetric way in
the standard formulation above. The velocity is advanced through the vorticity, while the
magnetic field is advanced via the magnetic potential. This can cause numerical problems
when the equations are solved on an irregular mesh, such as the unstructured, adaptive grids
we will use later. It is desirable to formulate the equations in a more symmetrical manner,
in which the current and vorticity are time advanced.

Instead of solving Eqs. (8) and (10), we take the Laplacian of (8) and use (9), (5), and
(6). This yields an equation for the current, analogous to (7) for the vorticity,

∂

∂t
C = [φ,C]+ [Ä,ψ ]+ 2

[
∂φ

∂x
,
∂ψ

∂x

]
+ 2

[
∂φ

∂y
,
∂ψ

∂y

]
, (12)

∇2ψ = C. (13)

Equations (12), (13) are solved along with Eqs. (7) and (9). The equations are now symmet-
rical, in the sense that the source functionsÄ andC are time advanced, and the potentialsφ

andψ are obtained at each time step by solving Poisson equations (9) and (13). Dirichlet,
Neumann, or periodic boundary equations are applied to the potentials.

The equations can be given an even more symmetric form using the Els¨asser variables
v±B for which

φ± = φ ± ψ
Ä± = Ä± C.

Combining the evolution equations forÄ andC gives (dropping the viscous term)

∂Ä±

∂t
= [φ∓, Ä±] ±

[
∂φ∓

∂x
,
∂φ±

∂x

]
±
[
∂φ∓

∂y
,
∂φ±

∂y

]
, (14)

∇2
⊥φ
± = Ä±. (15)
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4. FINITE ELEMENT METHOD

The mesh points of the grid are the vertices of triangles, located at pointsr i . We use a
finite element discretization, introducing basis functionsλi (r)which in the present work are
piecewise linear over each triangle and satisfyλi (r j )= δi j . The basis functionλi is equal
to unity on vertexi and equal to zero on all other vertices.

The variables in the MHD equations are represented as a sum over basis functions. We
first consider discretization of Eqs. (7)–(10), in which the variables to be expanded in basis
functions are the velocity stream functionφ, the magnetic fluxψ , vorticity Ä, and the
currentC. The variables in the MHD equations, such asψ , are represented as

ψ(r , t) =
∑

i

ψi (t)λi (r). (16)

We use a zero residual Galerkin approach in which the equations are multiplied by a basis
functionλ j and integrated over the domain. This gives the set of sparse matrix equations

M · ∂
∂t

Ω+P : ΦΩ = P : ΨC+µS ·Ω, (17)

M · ∂
∂t

Ψ+P : ΦΨ = 0, (18)

S ·Φ = M ·Ω, (19)

M · C = S ·Ψ, (20)

where

(M · C)i =
∑

j

Mi j Cj , (21)

(P : ΦΨ)i =
∑

jk

Pi jkφ jψk. (22)

The matrices appearing in these equations are the mass matrixM , the stiffness matrixS,
and the Poisson bracket tensorP, defined by

Mi j =
∫
λiλ j d2x (23)

Si j = −
∫
∇λi · ∇λ j d2x (24)

Pi jk =
∫
λi [λ j , λk] d2x. (25)

Both the stiffness and mass matrices are symmetric. The Poisson bracket is anti-symmetric
under the exchange of any two indices. This assures that some of the most important
integral relations satisfied by the differential equations are preserved by the finite element
discretization. This includes conservation of energy and magnetic flux in the absence of
dissipation. The matrices are sparse, having nonzero elements only between those vertices
connected by the side of a triangle.
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The discretization of the current–vorticity forms of the MHD equations is similar and
involves the same matrices, as well as the gradient matrix, which can readily be constructed
from the Poisson bracket matrix, using the spatial coordinatesx, y as one of the arguments:

Di j =
∫
λi∇λ j d2x =

∑
k

Pi jk (ykx̂− xkŷ). (26)

The gradient matrix is used to discretize the partial derivatives ofψ andφ in the Poisson
brackets on the right side of (12). It is also used to develop a more accurate stiffness matrix,
derived below in (36).

5. TRIANGLE BASED MATRICES

The matrices appearing in (23), (24), and (25) can be calculated analytically in each
triangle and accumulated on the triangle vertices. The matrices have a simple form locally
in each triangle. In each triangle, introduce a local numbering of the verticesrα, α= 1, 2, 3,
labeled in a counterclockwise order. The side segmentsdrα are labeled by their opposite
vertex,

dr1 = r2− r3,

and so on in cyclic order, or

drα = 1

2

∑
βγ

εαβγ (rβ − r γ ), (27)

where the permutation symbolεαβγ = 1 if the values of the indices are in ascending order
or a cyclic permutation,−1, if the indices are in descending order or a cyclic permutation,
or 0, if any two indices have the same value.

The triangle area1 is given by

1 = 1

2
dr1× dr2 · ẑ= 1

4

∑
βγ

εαβγ drβ × dr γ · ẑ (28)

The basis functions can be expressed as

λα(r) = 1

41

∑
β 6=α

(r − rβ)× drα · ẑ. (29)

To calculate the matrices, we need integrals of basis functions over the triangle, which are∫
1

λ`1λ
m
2 λ

n
3 d2x = 21

`!m!n!

(`+m+ n+ 2)!
·

The contribution to the mass matrix from a single triangle,M̃ is

M̃αβ =
{
1/6, α = β,
1/12, α 6= β. (30)
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To calculate the stiffness matrix and Poisson bracket tensor, we need the gradients of the
basis functions, which are constant in each triangle, and from (29) are given by

∇λα = drα × ẑ

21
. (31)

This immediately yields the contribution to the stiffness matrix from a single triangle,S̃,

S̃αβ = −drα · drβ
41

. (32)

The contribution in a triangle to the Poisson bracket tensor is given byP̃,

P̃αβγ =
∫
1

λα[λβ, λγ ] d2x = 1

12

∑
δ

εβγ δ, (33)

which is independent ofα. The local matrices are assembled globally by summing the
contribution of each triangle which shares a given vertexi .

It is convenient to consider a diagonalized form of the mass matrix, called the lumped
mass matrix, formed by subtracting all off-diagonal matrix elements in each row and adding
them to the diagonal,

m`
i =

∑
k

Mik = 1

3

∑
a(i )

1a, (34)

wherea(i ) is the label of a triangle having vertexi . Its value, from (30), is one-third the
area of the triangles surrounding the vertex.

Using the lumped mass, the finite element discretization is equivalent to a finite volume
discretization, where the control volumes are constructed by joining the barycenters of the
triangles (average of the vertex positions) to the midpoints of the triangle edges.

6. LAPLACIAN

Finite element representations are accurate and convergent in an integral sense, such as
in L2 norm. This does not mean, however, that the error at any given point will converge to
zero as the mesh is refined. For this reason, the errors in the finite element Laplacian can
be a source of noise, unless the mesh is uniform. This is not a problem when one wants
to invert the Laplacian, as in Eq. (19). This is a smoothing operation and the solution is
quite acceptable. On the other hand,calculatingthe Laplacian, as in Eq. (20) can be quite
inaccurate locally.

Forming the Laplacian by multiplying by the stiffness matrix and the inverse mass matrix,
M−1 ·S, yields excellent results on a uniform mesh. The Laplacian of a smooth function on
this mesh is also smooth. Unfortunately, when the mesh is adaptively refined, it typically
becomes nonuniform. The mesh shown in Fig. 1a has uniformly spaced mesh points, but
the triangle vertices have alternately four and eight neighbors. Figure 1b showsC, the
discretized Laplacian ofψi = sinπxi sinπyi on this mesh,

C(r) =
∑

i j

1

m`
i

Si jψ jλi (r).
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Refining the mesh is of no help, if it retains the alternating number of neighbors. This
example shows that in some cases, the usual Laplacian is not locally convergent.

A uniform mesh in which all triangle vertices have six neighbors can be obtained from
this mesh by a simple reconnection operation. One approach is to use vertex reconnection
to try to equalize the number of neighbors of each vertex. However, with more complex
meshes, it is virtually impossible to do this.

A way to improve the calculation of the Laplacian is to obtain the discretization of∇2ψ

by applying a discretized gradient operator twice. First, the components of∇ψ are calculated
and reexpanded in basis functions. Then, the discretized derivatives of these quantities are
obtained to get∇ · ∇ψ , which is again expanded in basis functions. The lumped mass is
used to make the solution for the derivatives trivial. This method improves the accuracy
because the∇ψ components are first averaged from triangles to vertices, smoothing the
gradient. The divergence calculation performs a similar smoothing. The method works
because taking a single derivative is first-order accurate. Taking a second derivative in two
steps is formally first-order accurate, and the method in practice is found to be convergent,
unlike the original method. The discretized version of the gradient of a functionψ is

(∇ψ) =
∑
i, j,k

M−1
i j D jkψkλi (x, y), (35)

whereD is the gradient matrix (26).
Taking the divergence of (35), multiplying by a basis function, and integrating over the

domain is equivalent to introducing a new stiffness matrix,S′, given by

S′i j =
∑
k,l

M−1
kl Dik · Dl j . (36)

In the above equations (35) and (36), it is sufficient to use the lumped mass matrix (34).
This stiffness matrix has the same symmetry properties as the standard stiffness matrix.
Figure 1c was obtained using the standard lumped mass andS′.

Although the Laplacian has much better accuracy using this method, there is some loss
of numerical stability, because the effective stencil of the Laplacian is now larger.

For adaptive problems, the best method appears to be the use of the current–vorticity
formulation. In this approach, the Laplacian does not appear at all on the right-hand side of
the equations, only on the left-hand sides of the two Poisson equations for the potentials.
There appears to be no problem with smoothness of the potentials, using the original stiffness
matrix, even on an irregular mesh. This is because, as remarked above, the inversion of the
Poisson equation is a smoothing operation. Both the currents and potentials have sufficient
smoothness to obtain acceptable solutions.

7. ALGORITHM

We have written a two-dimensional, adaptive, finite element MHD code, called FEMHD.
The code solves Eqs. (7), (9) and (8), (10), or (12), (13). The code is written in modular
form. One module generates the mesh and various arrays which specify its connectivity.
The fundamental mesh arrays are the lists ofN verticesr i and an array which lists the three
vertex indices of each of the triangles.
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From these arrays, useful secondary arrays are constructed. These arrays list the neigh-
boring vertices of each vertex, which are connected by a triangle side. Also listed are the
number of neighbors, as well as the triangle numbers of the triangles sharing a particular
vertex.

Another module contains routines for constructing and assembling the mass and stiffness
matrices, the Poisson bracket tensor, and for inverting sparse symmetric matrices. We invert
the stiffness and mass matrices using a sparse matrix conjugate gradient algorithm with an
incomplete Cholesky preconditioner.

The discretized equations are solved in a separate module. The time derivatives are
represented by second-order finite differences. The equations are advanced explicitly, using
a leapfrog time differencing, but with the dissipative terms in Eqs. (7), (8) solved implicitly
by combining them with the mass matrix.

8. ADAPTIVE REFINEMENT

Mesh refinement is especially important, being one of the major reasons for using an
unstructured mesh. Adaptive methods are particularly useful when there are isolated current
sheets, as in the following, although less useful for fully developed turbulence.

The mesh refinement method works especially well for right triangles. The splitting
operation is reversible and involves pairs of triangles. To be eligible for splitting, a pair
must have their common side opposite their largest interior angles. This ensures, in the case
of splitting, that the new triangles will not have excessively acute interior angles.

The mesh is refined by splitting pairs of triangles into four triangles. A new vertex is added
at the midpoint of the common side. If the triangles are right triangles, only pairs with a
common hypotenuse can be split. Isoceles right triangles will be divided into isoceles right
triangles. They can be subdivided arbitrarily many times by this method. Nonisoceles right
triangles will generate geometrically similar descendants after two splittings and can also be
subdivided indefinitely. When a vertex is added, all MHD variables are linearly interpolated
onto the new vertex, consistent with the piecewise linear representation.

The mesh is unrefined by reversing the division process. Four triangles with a common
vertex can be unsplit into two triangles by removing the vertex. A diagonal is drawn across
the four remaining vertices.

We have an adaptive algorithm to refine the mesh as the computation proceeds. Because
we want to resolve current sheets, we monitor the current. If the product of current density
times triangle area,C1, exceeds a threshold, we split the triangle in two. The local current
density in a current sheet typically rises exponentially in time, so the refinement process has
this same behavior. We have to stop the refinement at some preset triangle size and number
of mesh points. Similarly, if the current is too low, the triangles at that vertex are unrefined.
There are of course other possible refinement criteria [5, 6].

The justification for using the product of current density and triangle area as a refinement
criterion is thatC1 is comparable to the discretization error in the magnetic fluxψ . It is
very important to conserve magnetic flux in the neighborhood of a current sheet, in order
to prevent numerical reconnection, as will be shown in the next section.

It is desirable to makeC1 as small as possible near a current sheet. Elsewhere,C1 can be
larger to avoid unnecessary mesh refinement. A way to do this is to weight the refinement
criterion. One possible weighting, which was used in the following, takes advantage of
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the fact that current sheets form on the magnetic separatrix. The separatrix is the locus of
points having a particularψ value,ψs, which divides different flux regions. The refinement
criterion was

C1 > c0C010

[
1+

(
ψ − ψs

δψ0

)2
]
, (37)

wherec0, δ are constants andψ0, C0, and10 are reference maximum values of those
respective quatities. The criterion is calculated using the average ofC andψ on each triangle.
For the maximum localization, the constantδ can be set as small as possible, but not so small
that the bracketed term on the right side of (37) is large on mesh points of triangles which
cross the separatrix, on the unrefined mesh. This has an effect similar to increasingc0.

9. COMPUTATIONAL RESULTS: COALESCENCE INSTABILITY

As an example and test of the method, we first consider the periodic coalescence instability
[1, 2].

The initial equilibrium for the periodic coalescence instability consists of an array of
cells with

ψ = A[cos(4πx/`)− cos(4πy/`)], (38)

C=−(4π/`)2ψ , andφ=Ä= 0. We choose the constantsA= 1, `= 1. The initial equi-
librium flux functionψ is shown in Fig. 3a.

We solve the time-dependent equations in the domain 0≤ x≤ `, 0≤ y≤ `, with periodic
boundary conditions. Periodicity is built into the mesh by the connectivity of the mesh
triangles. With periodic boundary conditions, coordinate differences are calculated modulo
` to obtain the mesh-dependent mass and stiffness matrices.

The initial equilibrium is unstable to small perturbations. Simulations were initialized
with arbitrary velocity perturbations, from which the unstable mode grows as expγ t . The
growth rate was extracted by monitoring the kinetic energy as a function of time. Runs
were made advancing both the potential and current advection forms of the equations for
several initial mesh sizes. No adaptation was done for these linear computations. Figure 2
shows the growth rateγ as a function of number of mesh pointsN. The two upper curves
showγ (N) for zero viscosity, using the two forms of the equations. The curve made with
the current form is marked withx’s, while the curve made with the potential advance using
the modified Laplacian is marked witho’s. There is little difference in the results, which
appear to asymptote to the same linear growth rate. Also shown is a dashed line, which is the
growth rate with a viscous term, withµ= 0.025, corresponding to the value ofµ in finite
difference viscous simulations [2]. The linear growth rate is in excellent agreement with
the viscous finite difference simulations. For a mesh of size 100× 100, the finite difference
growth rateγ = 42. Here, the growth rate forN= 10,000 is (by interpolation)γ = 41.

We now consider an adaptive computation of the coalescence instability. A small viscosity
of µ= 0.005 is used. We use the current–vorticity advection formulation of the MHD
equations. Starting with an initial grid ofN= 2500 points, the code evolves the equations
and refines the mesh. The flux functionψ at timet = 0.23 is shown in Fig. 3b. The contours
ofψ have the form of cells divided by a nearly pentagonal separatrix. In [1] it was shown that
there is an equilibrium, with pentagonal separatrices, which has a singular current density
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FIG. 2. Growth rateγ as a function of number of mesh pointsN. The upper curves were obtained for zero
viscosity, by advancing the magnetic potential or the current. The current advancement method gives somewhat
largerγ for low N, but the two methods agree closely for largerN. The lower curve was obtained with viscosity
µ= 0.025, which agrees with a previously reported, finite difference calculation.

FIG. 3. (a) A calculation of the coalescence instability. Contours of magnetic fluxψ at time t = 0. The
flux forms a checkerboard diamond shaped pattern. The contours are equally spaced in the range−2<ψ <2.
(b) Contours of magnetic fluxψ at timet = 0.23. The diamonds have distorted to form pentagons. Current sheets
have formed along the short sides of the pentagons.
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FIG. 4. (a) A blowup view of contours of currentC at timet = 0.23. The view is centered on the separatrix,
on the short side of a flux pentagon. The horizontal scale is about 1/4 of the scalel of the previous figure, while
the vertical scale is about 0.02l . The current sheet has unremarkable structure. (b) A line plot of the current density
in a vertical slice through the middle of the current sheet.

along the shortest side of each pentagon. This equilibrium has lower energy, and conserves
magnetic flux, relative to the initial state. The singular equilibrium might be expected as
the final state of the time-dependent evolution.

As the simulation evolves, the current density becomes concentrated into thin sheets
located at the short side of the pentagonal separatrix. A blowup of the plot of the current
density at timet = 0.23 is shown in Fig. 4a. A cross sectional plot of the current density
is shown in Fig. 4b. The current is well resolved and unremarkable in structure. A similar
blowup of the mesh on which the current is calculated is shown in Fig. 5. The minimum
length scale of the mesh is 0.00388 the length of the original mesh cells, which is equivalent
to a mesh of 166,334,000 mesh points. In fact the mesh has 87,770 mesh points.

The peak value of the current density grows exponentially in time, with a large growth
rate more than 10 times the linear mode growth rate. The logarithm of the peak current
density grows approximately linearly. Exponential growth is predicted theoretically [7]. As
the current density increases, so does the numberN of mesh points. The growth of the
current density is insensitive to the refinement criterion for early times, but progressively
more refinement is needed to continue the computation in time. A comparison of the peak
current density as a function of time, with different refinement criteria (37), is shown in
Fig. 6a. The runs were done withc0= 0.005, 0.045, and with no refinement. Both adaptive
runs hadδ= 0.02, approximately the minimum value. The upper curve, withc0= 0.005,
corresponds to the run shown in the previous figure. The middle curve, withc0= 0.045,
at first is the same as the upper curve, but then rises more slowly. The lowest curve, with
no refinement, has the same growth at first, but does not reach the peak values of the other
curves. As the current density increases, so does the number of mesh points, as shown in
Fig. 6b. The high resolution run has more than an order of magnitude more mesh points
than the medium resolution run, which has 7952 mesh points.

In all three cases, the total kinetic and magnetic energy is conserved within 0.2%. The
most important difference between the runs is the conservation of magnetic flux at the
current sheet, and the amount of numerical reconnection. Theψ contours att = 0.23, for
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FIG. 5. A blowup view of the mesh supporting the previous figure. The mesh is highly refined along the
current sheet, which is well resolved. The minimum scale length of the mesh is 0.00388 the size of the initial mesh
separations.

FIG. 6. (a) Time history of the log of the peak current density. In the latter part of the run, the current
density grows exponentially. The upper curve has the most mesh refinement, the middle curve has moderate mesh
refinement, and the lower curve has no mesh refinement. (b) Time history of the number of mesh pointsN. In the
latter part of the run, the number of mesh points grows exponentially, keeping pace with the peak current density.
Again, the upper curve has the most mesh refinement, the middle curve has moderate mesh refinement, and the
lower curve has no mesh refinement.
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FIG. 7. (a) Contours of magnetic fluxψ at time t = 0.23 with no mesh refinement. Because of numerical
dissipation, the flux regions merge. Reconnection is not allowed in ideal MHD. (b) Time history of the flux
reconnection parameterf . The upper curve, for the high resolution case, shows little reconnection, while the
lower curve, for the unadapted run, shows about 60% of the flux has reconnected.

the unadapted case, are shown in Fig. 7a, which should be compared with Fig. 3b. The
originally diamond-shaped flux regions (islands) are merging together, a process not allowed
in ideal MHD. This can be quantified by considering the magnetic fluxψs, measured between
the merging flux regions in the center of the figure, andψ0, the maximum value of the flux,
measured in the center of the islands. The flux difference,

f = 1− ψs

ψ0
,

is plotted as a function of time in Fig. 7b. The upper curve is the high resolution case, and
the lower curve is the unadapted case. The moderately refined case is similar to the high
resolution case, but it has somewhat larger fluctuations. Even for the highest resolution,
there is some reconnection, but far less than without mesh refinement.

10. COMPUTATIONAL RESULTS: TILT MODE

We next consider the two-dimensional tilt instability [8]. In this calculation we have used
the lumped mass matrix and the current–vorticity formulation of MHD.

The initial equilibrium state is a bipolar vortex,

ψ =
{

[2/k J0(k)] J1(kr) cosθ, r < 1,

(1/r − r ) cosθ, r > 1,
(39)

J1(k) = 0.

When perturbed, an instability occurs, growing exponentially as expγ t .
We perform a simulation with an initial mesh, with 40 triangles on a side. Starting with the

equilibrium of Eq. (39), shown in Fig. 8a, a perturbation about 10−3 smaller is inserted. In
the simulation, we takeµ= 0.005, and the simulation box has sides of length 4. Conducting
boundary conditions are applied on the walls, at whichφ= 0, and∂ψ/∂t = 0.
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FIG. 8. (a) A calculation of the bipolar vortex tilt instability. Contours of magnetic fluxψ at timet = 0. The
flux contours consist of two interior flux systems, centered on o-points, and an exterior flux system whose contours
intersect the boundary. The contours are equally spaced in the range−1.8<ψ <1.8. (b) Contours of magnetic
flux ψ at timet = 7. The inner flux blobs have tilted from their initial positions. The separatrix winds around the
edges of the tilted flux blobs.

The previous simulations [8] were compressible, and growth rates were reported in the
range 1.3<γ <1.4, depending on the pressure. None of these cases are exactly equivalent
to our strictly incompressible model. We obtain the linear growth rateγ = 1.2.

Adaptive simulations were done with the current advection scheme. In the simulation,
the motion is highly nonlinear by timet = 7. The initialψ is shown in Fig. 8a, andψ at time
t = 7, in the nonlinear stage, is shown in Fig. 8b. At this stage, the vortex has tipped over.
The separatrix wraps around the two flux vortices. Current sheets are formed at the leading
edges of the central vortices, which can be seen in a blowup view in Fig. 9a. The mesh
supporting the contours is shown in the same blowup view Fig. 9b. The mesh resolution has
adaptively followed the formation of the moving, curved current sheet. The peak value of

FIG. 9. (a) A blowup view of contours of currentC at timet = 7. The current is localized along the separatrix.
(b) A blowup view of the mesh, corresponding to the contours in (a). The refinement is able to resolve the moving,
curved current sheet.
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FIG. 10. (a) Time history of the log of the peak current density for two values of the refinement threshhold.
The upper curve has the lower threshhold. In the latter part of the run, the current density grows exponentially,
as indicated by the approximately linear growth of the log of the peak current. (b) Time history of the number of
mesh pointsN. The upper curve has the lower threshhold. In the latter part of the run, the number of mesh points
grows exponentially, keeping pace with the peak current density.

the current density grows exponentially in time, with a large growth rate about three times
the linear mode growth rate. This can be seen in Fig. 10a, which shows the logarithm of the
peak current density as a function of time. The logarithm of the peak current density grows
approximately linearly. The two curves are from runs with different refinement parameters
(37). The upper curve, as well as the plots of Figs. 8 and 9, were done with a threshhold
c0= 0.05, and the lower curve withc0= 0.15. There was relatively little difference in the
results. In both casesδ= 0.15, which gave relatively less localization of the refinement
about the separatrix than in the coalescence simulations. As the current density increases,
so does the numberN of mesh points, shown in Fig. 10b. Again, the upper curve had the
lower refinement threshhold, which caused more refinement both in the initial and latter
stages of the simulation. The runs ended with 73,700 and 23,670 mesh points, respectively.

11. OTHER APPLICATIONS

The unstructured mesh methods described above have been also applied in problems with
a complicated boundary shape.

In [9] the equations were supplemented by additional equations for variablesp andv;
this system is known as compressional reduced MHD [9, 10]. The equations were solved
on the computational mesh, shown at a low resolution of 800 mesh points for clarity, in
Fig. 11a. The contours of the equilibrium magnetic fluxψ are shown in Fig. 11b.

In [10] the equations were solved in three dimensions, in the CRMHD approximation,
where the third dimension was discretized by finite differences. The grid in thex, y plane
was independent of the third coordinate. Thex, y grid was similar to that of Fig. 11a.

Finally, the finite element discretization described here is combined with an existing 3D
full MHD code to give a highly flexible and powerful method for solving 3D nonlinear
MHD problems in complex geometry [11]. Again thex, y grid is independent of the third
coordinate, which is discretized using Fourier series.
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FIG. 11. (a) Mesh used for magnetic separatrix computation. There are about 800 mesh points. (b) Equilibrium
magnetic flux functionψ calculated with 2D CRMHD, on a mesh like that of (a), but with about four times as
many mesh points.

12. CONCLUSION

MHD motion tends to produce nearly discontinuous magnetic fields and singular cur-
rent density. In general, an adaptive numerical method is needed. We have solved two-
dimensional, incompressible MHD equations on an unstructured grid of triangles, using
a piecewise linear finite element discretization. A stream function representation of the
magnetic and velocity fields is used to ensure zero divergence of the fields.

A straightforward application of this approach causes problems with the current, due to
the local nonconvergence of the finite element Laplacian. An improved Laplacian can be
constructed by successive application of the finite element gradient and divergence. For
adaptive computations, the best results are obtained by reformulating the MHD equations
so that the vorticity and current are time advanced, with the magnetic and velocity stream
functions found by solving Poisson equations.

For adaptive computations, mesh operations are provided to reconnect triangles and to
refine (and unrefine) the mesh. The mesh adaptively refines to resolve current sheets, while
conserving magnetic flux. Example simulations of the coalescence and tilt instability show
the formation of current sheets, with the current density increasing exponentially in time.
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The unstructured mesh methods described in this paper have also been applied to problems
in which the computational boundary has a complicated shape. The methods are being
incorporated in a three-dimensional MHD code, in which the mesh is unstructured in two
dimensions, and structured in the third dimension.
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